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Abstract: Weblogs and other platforms used to organize a social life online have achieved an enormous success over the last few years. Opposed to applications directly designed for building up and visualizing social networks, weblogs are comprised of mostly unstructured text data, that comes with some meta data, such as the author of the text, its publication date or the URL it is available under. In this paper, we propose a way, how these networks may be inferred not by the available meta data, but by pure natural language analysis of the text content, allowing inference of these networks without any meta data at hand. We discuss results of first experiments and outline possible enhancements as well as other ways to improve prediction of social networks based solely on content analysis.

1 Introduction

In the advent of Web 2.0, where technologies are centered on user generated content and the presentation of this content, applications such as networking websites or weblogs achieved an enormous popularity among internet users. In weblogs (or blogs), an author gathers information about a certain field of interest\(^1\) in articles (so called blog posts), that are (mostly) ordered in a descending chronological way. In these articles, authors tend to link to other blog posts, which indicates a thematic similarity and pointer to further information about a topic. We assume that a network, built according to these hyperlinks between authors’ posts, suggests either strong thematically motivated reference or personal acquaintance between authors (that is, neighboring nodes in a social network) or both, where authors are nodes and hyperlinks between two authors’ blog posts are edges between the corresponding nodes. It is also possible to analyze the blogs’ text content itself by natural language processing techniques to identify topics that individual blog posts comprise. We presume that the statistic similarity between two authors’ specific topic profiles, computed by analyzing their personal blog posts, correlates with the path distance between the same two authors in the aforementioned network, in other words, that these two authors are more likely to be personally acquainted with each other. The contribution of this paper is in showing that the hyperlink structure immanent to weblogs exhibits what is known as the Small-World phenomenon. Further, we apply two different topic models

\(^1\)this may be very divers; authors write about technology, art, music, their private life etc.
to the data and compare author-to-author distances in terms of author specific probability distributions over topic concepts to their respective path distance in the graph formed by weblogs’ hyperlink structure and show, that the above mentioned proposition holds true.

2 Related Work

Topic modeling has experienced a lot of attention over the last decade. Based on the ground-breaking work of Blei et. al. in [BNJ03] on Latent Dirichlet Allocation (LDA), many different probabilistic models for a rich variety of applications have been developed (e.g. [PGKT06], [BGBZ07], [MCEW04], [WM06]). The LDA model (cf. Fig. 1 (a)) describes documents as a mixture over \( T \) topics and each topic as a multinomial distribution over a vocabulary of \( V \) words. That is, each word in each document is assigned a

\[
p(z_i = j|z_{i\setminus j}, \mathbf{w}) \propto \frac{n^{(w_i)}_{i,j} + \beta \ n^{(d_i)}_{i,j} + \alpha}{n^{(i)}_{i,j} + V \beta n^{(d_i)} + T \alpha},
\]

from which the document-specific distributions over topics as well as the topic-specific distributions over words can be derived. Here, \( n^{(w_i)}_{i,j} \) is the number of times, word \( w_i \) has been assigned to topic \( j \), \( n^{(d_i)}_{i,j} \) is the number of times, a word from document \( d_i \) has been assigned to topic \( j \), both excluding the current assignment of \( z_i \). \( (\cdot) \) indicates iteration over the whole parameter space of a variable. The first term of the above equation corresponds to the probability of word \( w_i \) in topic \( j \) and the second term is the probability of topic \( j \) in document \( d_i \). Based on the LDA model, we review the Author-Topic model (AT) introduced by [RZGSS04], that explicitly assigns a probability distribution over topics to each author instead of each document. This is done by decoupling the topic distribution from documents and instead infer a topic distribution for every author. The decision on a topic for a word in a document is then not only based on the document specific topic probability distribution, but on an author, chosen from possible authors of a document, and her specific topic probability distribution (cf. Fig. 1 (b)) In this model, the latent variable distribution (and with it the authors’ distributions over topics and the topics’ distributions over words) can be estimated by

\[
p(z_i = j|\mathbf{z}_{i\setminus j}, \mathbf{x}_{i\setminus j}, \mathbf{w}) \propto \frac{C^{WT}_{m,j} + \beta \ C^{AT}_{j,k} + \alpha}{\sum_{m'} C^{WT}_{m',j} + \sum_{j'} C^{AT}_{j',k} + T \alpha},
\]

where \( C^{WT}_{m,j} \) and \( C^{AT}_{j,k} \) are the number of times a word \( m \) has been assigned to topic \( j \) and the number of times an author \( k \) is assigned to topic \( j \) respectively.

---

\(^2\)the “bag-of-words” approach assumes that the order of events does not influence the joint probability of all events (cf. [J85])

\(^3\)the de Finetti theorem states that any collection of exchangeable random variables follows a mixture distribution, in general an infinite one (cf. [dFMS75])
Several different techniques for analyzing weblogs and hyperlink structure therein have been proposed throughout the literature that model either the source ([Kle99]) or the flow ([GGLNT04], [AZAL04]) of information in blogspace (i.e. the entirety of web log documents). Concerning the connectivity of blog posts, [KSV06] propose a model in which blog documents may be implicitly linked through sharing a common topic, even if there is no explicit hyperlink between them. This is motivated by the fact, that the authors observe a low per node edge count of only 0.27 (cf. [KSV06], section 3). They create links based on the collected metadata, such as common tags or common authors of blog posts to increase this edge count. As seen in the next section, the data used for our experiments exhibits a much higher node-edge ratio. Additionally, in [KL06] the authors propose a method to link documents by means of content similarity based on the Maximum-Likelihood estimate, also to enrich the connectivity between blog posts. In [GRZW08] the authors go a step further and derive a model that probabilistically introduces links between documents that are not at all based on the available hypertext structure. Here, a link may exist between a word in a document and any other document in the corpus and each link is assigned a topic (in the topic modeling sense). In fact, all previous models consider a document-to-document linking structure, whereas our approach works on a higher level of abstraction, i.e. author-to-author linking structure based on the authors’ documents.

3 Finding Social Networks in Weblogs

Given a corpus comprised of blog posts that come with minimal meta data, i.e. the author of the post and the original URI it was available at, the aim is, to find out if the different
authors of blog posts are in some way interconnected. If so, we want to examine, if these connections form a network, that follows the same principles as a social network does.

3.1 The spinn3r.com ICSWM09 Data Set

The spinn3r.com ICSWM09 data set [BJS09] has been provided by spinn3r.com, a company focussing on indexing blog websites and providing an interface to access them. The data set consists of a two months crawl (Aug 1 - Oct 1 2008) of randomly selected weblogs and comprises 127 GB of uncompressed data. The whole timespan has been split into nine weeks to reduce computational complexity. The blogs are divided into different tier groups that are determined using the tailrank algorithm\footnote{in tailrank, older posts gain a lower score than newer ones, same as less popular gain a lower score than more popular ones (popularity in terms of being cited by others); the lower the tier group, the more successful a blog is in placing its posts on the list of top stories with high tailrank score} and only tier group one has been used, still consisting of about 36 GB of data. As the majority of the data is in English, we restricted ourselves to that language, resulting in a total of 5.3 million blog posts. After that, all hyperlinks in the content were extracted and stored, then all HTML tags were removed from the text content, as well as stop words and punctuation. Each post has been saved together with its meta data, i.e. the author, timestamp, original URL and the links contained in the content.

3.2 Hyperlink Graph in Weblogs

One characteristic used to determine social network behavior of graphs is the characteristic path length $L$ of a graph. It can be determined by building the median of the means of the shortest path lengths between all vertex pairings. The second characteristic property of social network graphs is the cluster coefficient $\gamma$ of a graph. It is the average over all nodes’ cluster coefficients, which are defined as $\gamma_v = \frac{|E(G)|}{(\frac{k_v}{2})}$, where $E(G)$ is the edge list of the graph $G$ and $k_v$ is the degree\footnote{the degree of a vertex is equal to the size of its neighborhood $\Gamma_v$, which is the set of vertices, $v$ is connected to via an edge} of vertex $v$. Thus, $(\frac{k_v}{2})$ is the maximum number of edges between $v$ and its neighboring nodes, which makes the cluster coefficient a fraction of actually existing over all possible edges. In a social network context, this is often described as a measure on how probable it is, that neighbors of $v$ also know each other. As Watts states in [Wat99], social networks exhibit a similar characteristic path length as random graphs of the same size and order, but a significantly higher cluster coefficient. These are also known as a small-world graphs. All documents have been stored together with the URLs contained in their text content and the URL under which they were originally available. Now, if a text- contained URL matches the URL of another document, this means that the author of the first (taken to be author A) has linked in one of her blog posts to another document, of which the author is known (taken to be author B). As the overall goal is, to predict social networks by analyzing text content similarity,
consider that, if \( A \) links to another document in one of her posts, it is highly likely that
the other document’s content is statistically similar to the content of her own blog post.
Additionally, \( A \) has to know the blog post, she has linked to. This is only possible, if
(a) \( A \) knows \( B \) and regularly reads \( B \)’s blog posts or (b) another author (author \( C \)) that
\( A \) is acquainted\(^6\) to, is also acquainted to \( B \), giving \( A \) the possibility to come across \( B \)’s
post by reading \( C \)’s posts and following the link there. The second possibility might also
be extended to a chain of arbitrary length, although the longer this chain, the lesser the
probability of its existence. To build up the network graph, we applied the following steps
to each document in a week segment:

1. determine author and hyperlinks contained in the text content of the document,
2. compare the hyperlinks to a list of links to other documents,
3. if a text-contained link in a document matches the unique link of another document
and given that the matched document belongs to the same week segment,
   (a) add both documents’ authors (\( A \) and \( B \)) to \( V (G) \), such that \( V (G) = V (G) \cup \{ A \} \Leftrightarrow A \notin V (G) \) and \( V (G) = V (G) \cup \{ B \} \Leftrightarrow B \notin V (G) \),
   (b) add an edge \((A, B)\) to \( E (G) \), such that \( E (G) = E (G) \cup \{(A, B)\} \Leftrightarrow (A, B) \notin E (G) \wedge (B, A) \notin E (G) \),

where \( V (G) \) is the list of vertices of a graph \( G \).
The resulting networks are described in Tab. 1. Here, the largest possible graph (maximal
values) and the largest connected component in the found graph are characterized in terms
of their size, order and their fraction of the maximum graph. Additionally, a visualization
of the fifth week’s hyperlink graph, centered around the node with maximum degree, is
shown in Fig. 2.

<table>
<thead>
<tr>
<th>week</th>
<th>maximal values</th>
<th>largest connected component</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>order</td>
<td>size</td>
</tr>
<tr>
<td>1</td>
<td>87831</td>
<td>3.9 (-10^9)</td>
</tr>
<tr>
<td>2</td>
<td>104440</td>
<td>5.45 (-10^9)</td>
</tr>
<tr>
<td>3</td>
<td>102027</td>
<td>5.2 (-10^9)</td>
</tr>
<tr>
<td>4</td>
<td>101315</td>
<td>5.13 (-10^9)</td>
</tr>
<tr>
<td>5</td>
<td>99786</td>
<td>4.97 (-10^9)</td>
</tr>
<tr>
<td>6</td>
<td>109155</td>
<td>5.95 (-10^9)</td>
</tr>
<tr>
<td>7</td>
<td>107841</td>
<td>5.81 (-10^9)</td>
</tr>
<tr>
<td>8</td>
<td>112153</td>
<td>6.28 (-10^9)</td>
</tr>
<tr>
<td>9</td>
<td>82846</td>
<td>3.43 (-10^9)</td>
</tr>
</tbody>
</table>

Table 1: Comparison of maximal possible and largest connected component of found net-
works in the data

\(^6\)being acquainted or to know each other is used interchangeably to represent the fact that an author links to a
document of another author in one of her blog posts
As has been suggested in section 1, we observe a high node-edge ratio in the largest connected component of each data segment’s hyperlink graph (compared to the findings of [KSV06]. Looking at the characteristics in Tab. 2, we can show that the found network graphs exhibit the same properties as small-world graphs (i.e. their characteristic path lengths are similar, but the cluster coefficient of the found networks is considerably higher than in random graphs of same size and order) and can thus be treated as representations of actual social networks latent to the underlying weblog data. This also gives an excellent evaluation measure for comparing distances in a probabilistically derived author network to their counterparts in the inherent hyperlink structure of weblogs.

<table>
<thead>
<tr>
<th>week</th>
<th>network graph</th>
<th>random graph</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L</td>
<td>( \gamma )</td>
</tr>
<tr>
<td>1</td>
<td>6.3</td>
<td>0.092</td>
</tr>
<tr>
<td>2</td>
<td>6.2</td>
<td>0.11</td>
</tr>
<tr>
<td>3</td>
<td>6.15</td>
<td>0.099</td>
</tr>
<tr>
<td>4</td>
<td>6.15</td>
<td>0.115</td>
</tr>
<tr>
<td>5</td>
<td>5.35</td>
<td>0.113</td>
</tr>
<tr>
<td>6</td>
<td>5.6</td>
<td>0.107</td>
</tr>
<tr>
<td>7</td>
<td>5.84</td>
<td>0.099</td>
</tr>
<tr>
<td>8</td>
<td>5.76</td>
<td>0.098</td>
</tr>
<tr>
<td>9</td>
<td>6.29</td>
<td>0.104</td>
</tr>
</tbody>
</table>

Table 2: Average path lengths, cluster coefficients and diameters of networks extracted from the data set and corresponding random networks.

Opposed to [KSV06], [KL06] and [GRZW08], we do not focus on predicting links between documents directly. Instead, we analyze author-specific content with probabilisti-
cally driven topic models and arrive at a topic probability distribution for each author. The 
distances between authors are then compared to the corresponding network path distances 
in the network graph described above. That is, we determine correlations between author 
distances in probabilistic models and network distances in the hyperlink graph.

4 Experiments

We trained both the LDA and AT model on the data of the fifth week segment with a 
Gibbs sampler run for 2000 iterations. The fifth segment has been chosen, because its 
largest connected component contains the largest fraction of authors and edges (cf. Tab. 
1) as well as the highest node-edge ratio of all data segments. Since running a Gibbs 
sampler\(^7\) with the data of one week already takes almost four days of computing time, we 
restricted ourselves to the data promising the best results (i.e. the fifth data segment).

By applying the LDA model, we determined a topic probability distribution for each docu-
ment. To generate a topic probability distribution for authors, the probability distributions 
of all documents of an author are averaged. As the AT model arrives directly at a specific 
topic probability distribution for each author, no averaging has to be done.

After that, we computed the distances between all author specific probability distribu-
tions and averaged found path distances corresponding to author pairings having a similar 
probability distribution distance. Finally, we compared both the similarity between the 
generated topic probability distributions of authors and the actual path length in the social 
network. Following [Lee01], we used the skew divergence (with \(\alpha = 0.99\)), a Kullback-
Leibler (KL) based distance metric for probability distributions to measure the distance 
between two probability distributions. It is defined as

\[
 s_\alpha (P, Q) = D_{KL} (Q \parallel \alpha P + (1 - \alpha) Q)
\]

where

\[
 D_{KL} (P \parallel Q) = \sum_i P(i) \log \left( \frac{P(i)}{Q(i)} \right)
\]

is the Kullback-Leibler distance.

Using the LDA model, we encounter an increasing average path length between authors 
in the graph as the averaged author specific topic probability distribution distance of such 
two authors rises, i.e. the topics appearing in their blog posts are less similar. Also, the 
path distance stagnates at around average path length of the underlying network.

Looking at the correlation between KL-divergence based measures and the path distance in 
the network in the AT model it can be seen, that for low divergences path distance increases 
and also stagnates at around average path length. The fact that with increasing similarity 
measure values (and hence with less similarity), path distances in the social network grow 
is shown even better than in the LDA model. Interestingly, the path distance stabilizes at a 
higher value for the LDA model than for the AT model (cf. Fig. 4), which might be caused

\(^7\)We used a reimplementation of the parallelized Gibbs sampler described in [WBS+09]
Figure 3: Skew divergence against network path length

by the process of simply averaging over all documents of an author instead of directly using author topic probabilities provided by the AT model.

Figure 4: Skew diversion against network path length - all models

5 Conclusion

In this paper we have shown, that hyperlink structures in weblogs indeed exhibit the Small-World phenomenon and might thus be treated as social networks formed between blog posts’ authors. We have introduced two methods to infer latent topics from analyzing natural language and applied these to arbitrarily chosen weblog documents. Further, we
described some methods to analyze weblogs and how they differ from our approach.

We have also shown, that the ”difference” between authors in the context of topic models correlates with network path distance between authors and could possibly be used to infer, if not identical, at least similar networks that also exhibit characteristics typical to social networks. Distance measures show an expected correlation between their values and path distances, where a lower author similarity (and thus fewer shared interests) result in a higher distance in the social network. As the improvement from the LDA to AT model suggests, further enhancements might be given by more sophisticated generative probabilistic models, one of which, [Jäh09], adds one extra level of abstraction and tries to infer community specific probability distributions over authors, i.e. local author clusters in a social network, directly. Additionally, the used topic models have a fixed number of topics as a parameter to be chosen by hand. In [TJBB06], the authors describe a nonparametric bayesian approach to arrive at an optimal number of topics, fitting the data best. This might also be a valuable enhancement to the proposed approach.
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